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Contact
Information Denver, CO 80202 Blog: http://clayb.net/bloghttp://clayb.net/blog

GitHub: cbaenzigercbaenziger

USACitizenship

To find a position providing technical leadership for a commercial software-engineeringObjective
organization – a position allowing hands-on interaction with mathematics, economics,
systems and infrastructure while applying and improving open-source software specifi-
cally using an open-source operating system (e.g. Linux or FreeBSD).

Data analysis (automated data gathering, statistical modeling and presentation); openResearch
Interests source and software architecture; Apache, Eclipse and CNCF Foundation projects in

Python, Java and Golang; Visual communications (UML, BPML and data presenta-
tion); data modeling (XML, (non)relational database design, file-format efficiencies,
Apache Parquet, Apache Arrow, Apache Iceberg); group presentation techniques (team
education, documentation design and conference effectiveness)

BloombergBloomberg 2013 – CurrentProfessional
Experience

Engineering Culture

2019 – Current Open Source (Internal) Meetup

� Inaugural member of internal ”Open Source Meetup”
� Became an adjunct member of the CTO Open Source Program Office (OSPO)
for outbound open-source software reviews

� Review numerous contribution requests from co-workers. (Mentored numerous
co-workers, company wide, in successful Apache HBase, HDFS, core Hadoop,
Hive, Arrow, Ranger contributions); mentored creation of Bloomberg’s BlazingMQBlazingMQ
project

� Organized speakers presenting on licensing, community building and etiquette in
open-source communities

� Fostered documentation on external best practices and Contributor License Agree-
ment (CLA) processes

� Operate a Terraform process to maintain public GitHub repositories, automati-
cally driving user additions and removals as well as setting repository attributes

2016 – Current Distributed Systems Guild

� Inaugural Member; co-managing a matrixed team of 11 Guild leaders; team is
comprised of individual contributors and team-leads world-wide

� Represent Distributed Systems Guild interests company-wide
� Managed conference attendance and post-attendance information dissemination;
mentored Engineers to achieve maximum return on conference attendance and
achieved seven-figure savings on conference ticket spend while increasing Engineering-
wide conference attendance

� Brought in influential external speakers on technologies of interest and facilitated
internal, engineering-wide training events

� Mentored and developed process for new Guild leaders running talk series achiev-
ing consistent attendance in the hundreds of engineers per speaking event
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Project Teams

2021 – Current Cloud Native Compute Services

� Team operates and develops a Golang platform for broad-scale Kubernetes (K8s)
API server federation using Kine (Postgres)-backed K8s API servers for highly-
available state storage, Custom Resource Definition (CRD)’s for run-time plat-
form definitions and controllers for credential injection from various bespoke
JWT and OIDC systems

� Created a Helm chart for a K8s resource replicator used to synchronize arbitrary
K8s resources to tens of K8s clusters from APIs and other K8s clusters across a
hybrid-cloud environment (on-prem and AWS EKS); chart also used by multiple
runtime teams for their own replication needs

� Wrote management API’s in Golang. Used oapi-codegen to perform OpenAPI
specification-first driven development and automated translation of K8s CRDs
into OpenAPI types. Automation translation lessening developer synchroniza-
tion overhead.

� Productionized changes to Hadoop allowing reloading of the UserGroupInformation
class allowing secure access to Kerberized services from non-Kerberized clients
using a K8s Controller written in Golang

� Productionized Kubebuilder based K8s CRD validating Webhooks
� Wrote Makefile to include all dependencies in repository local Go bin and
ensuring Internet-free development (not vendoring)

� Included integration tests using Kubernetes-in-Docker (Kind) based clusters
� Makefile provided necessary Docker networking for local IDE development
of Webhook called by Dockerized K8s API Server for both OS X and Linux
development

� Instrumented RESTful API services with Prometheus metrics providing request
failures, latency; service augmented with inclusion of SwaggerUI JavaScript API
sandbox

� Designed and implemented OIDC client-credential flow based authentication
client with contributions11,22 of work to upstream kubeloginkubelogin project. Work sup-
ports use of AWS EKS clusters by automation tools.

External Presentations:

� ”CRD Data Architecture for Multi-Cluster Kubernetes””CRD Data Architecture for Multi-Cluster Kubernetes” – Cloud Native Rejekts
Europe, March 30th, 2025 (slidesslides)

2014 – 2021 Data and Analytics Infrastructure

� Initial team-lead for an engineering team tasked with introducing Apache big
data components (Apache Hadoop, Apache HBase, Apache Oozie, Apache Hive,
Apache Spark, Apache Kafka, Apache Avro) to all of Bloomberg Engineering

� Managed ten full-time engineers growing the team via two intern conversions,
two contractors (converted), two internal transfers and one external senior hire
as well as managing the work of three internal ”visiting engineers”

� Led open development on a Chef and Ruby based Hadoop deployment and
management platformmanagement platform; stack deployed and managed more than 1,000 bare-metal
hosts.

� Represented Bloomberg to various vendors in multi-year, multi-million dollar
co-engineering and support engagements on Apache HBase, Apache Hadoop,
Apache Kafka, Python, the Linux OS

� Developed various Java, shell script and C contributions to:
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– Support large-scale, multi-tenant HBase data ingest, access and administra-
tive controls. Implemented HBASE-16700HBASE-16700 - ”Allow for coprocessor allow-
listing”; motivated, HBASE-18023HBASE-18023 - ”Log multi-* requests for more than
threshold number of rows”.

– Developed ”Data Glovebox” design to support company-wide data ingest
into Hadoop clusters running secured data analysis environment to prevent
accidental data exfiltration. This work implemented HDFS-14234HDFS-14234 - ”Limit
WebHDFS to specific user, host, directory triples”; motivated YARN-7468YARN-7468 -
”Provide means for container network policy control”.

– Provide Git to Hadoop HDFS deployment action for the Apache Oozie work-
flow scheduler OOZIE-2877OOZIE-2877.

– Offer a distributed testdistributed test for Apache Ratis (RAFT implementation) synchronous
log store; was accepted upstream in RATIS-463RATIS-463. Framework included I/O fail-
ure injection to verify implementation’s recovery semantics. Ancillary contri-
butions such as a state diagramstate diagram to visualize the log service entry life-cycle.

– CorrectCorrect long-standing limitation of the pgrep(1) command to full-text search
command lines longer than 4,096 characters in in the procps project.

External Presentations:

� ”Open Source Recipes for Chef Deployments of Hadoop””Open Source Recipes for Chef Deployments of Hadoop” – Hadoop Summit San
Jose, June 4th, 2014 (slidesslides)

� ”Open Source Recipes for Chef Deployments of Hadoop””Open Source Recipes for Chef Deployments of Hadoop” – San Francisco Hadoop
User Group, July 16th, 2014 (slidesslides)

� ”Chef Patterns At Bloomberg Scale””Chef Patterns At Bloomberg Scale” with Amit Anand and Biju Nair – Chef
Conf, April 1st, 2015 (slidesslides)

� ”Impromptu Interview at Chef Conf””Impromptu Interview at Chef Conf” with Amit Anand – Chef Conf, April 1st,
2015

� ”Smooth Operators Panel””Smooth Operators Panel” – HBaseCon, May 7th, 2015
� ”Coprocessors - Uses, Abuses, Solutions””Coprocessors - Uses, Abuses, Solutions” with Esther Kundin – HBaseCon East,
September 26th, 2016 (slidesslides)

� ”Cluster Continuous Delivery with Oozie” – Apache Con North America - Big
Data, May 18th, 2017 (slidesslides)

� ”Multitenancy At Bloomberg - HBase and Oozie””Multitenancy At Bloomberg - HBase and Oozie” – DataWorks Summit San Jose,
June 14th, 2017 (slidesslides)

� ”Breathing New Life into Apache Oozie with Apache Ambari Workflow Manager””Breathing New Life into Apache Oozie with Apache Ambari Workflow Manager”
with Artem Ervits – DataWorks Summit Berlin, April 19th, 2018(slidesslides)

� ”Breathing New Life into Apache Oozie with Apache Ambari Workflow Manager””Breathing New Life into Apache Oozie with Apache Ambari Workflow Manager”
with Artem Ervits – DataWorks Summit San Jose, June 20th, 2018(slidesslides)

� ”Breathing New Life into Apache Oozie with Apache Ambari Workflow Manager””Breathing New Life into Apache Oozie with Apache Ambari Workflow Manager”
with Artem Ervits – DataWorks Summit San Jose, June 20th, 2018(slidesslides)

� ”Of Data Dropboxes and Data Gloveboxes””Of Data Dropboxes and Data Gloveboxes” – StrangeLoop, September 28th, 2018
(slidesslides)

� Moderator HBase Birds-of-a-Feather with Artem Ervits – DataWorks Summit
Barcelona, March 20th, 2019

� ”Data Gloveboxes: A Philosophy of Data Science Data Security ””Data Gloveboxes: A Philosophy of Data Science Data Security ” – DataWorks
Summit Barcelona, March 21st, 2019 (slidesslides)

� ”Intermediate HBase Operations””Intermediate HBase Operations” – NoSQL Day, May 21st, 2019 (slidesslides)

Initiatives:

� Successfully provided novel infrastructure for key teams required by the Bloomberg
Professional Service:
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– Was infrastructure liaison for multi-billion dollar a year billing system mi-
grating to Apache Hadoop.

– Was infrastructure liaison for end-of-day time-series product migrating from
DB2 and large trading history system migrating from Oracle to Apache HBase

– Was infrastructure liaison for client-facing trading and connectivity solutions
migrating to Apache Kafka.

– Provided feature/product ownership for: YARN-7117YARN-7117 - ”Capacity Scheduler:
Support Auto Creation of Leaf Queues While Doing Queue Mapping”

– Provided OLTP system capable of returning 10’s of billions of queries a day
with 5ms median SLO

– Developed dashboards and training for use by operators ensuring SLO com-
pliance

� Championed Data Glovebox for secure data science workflows (implemented
Apache Hadoop WebHDFS changechange to limit WebHDFS to specific user, host,
directory triples; motivated Apache YARN changechange to support Linux ip-netns

assignment for containers).
� Developed cluster driven application deployment pattern from Git repos (includ-
ing Apache Oozie supportsupport)

� First broadly Kerberized infrastructure deployment for Bloomberg
� Leveraged ”BFD””BFD” via OpenBFDOpenBFD for host influenced BGP routing with static
routes

2013 – 2014 Enterprise OpenStack

� First Engineering team-member heading an OpenStack team to build out OpenStack-
as-a-service for the then 4,000 person Engineering organization

� Developed a Jenkins continuous integration system for our shared-nothing shared-
nothing, open-source, OpenStack platformplatform. CI would PXE-boot bare-metal hard-
ware, install the OS, Ceph, OpenStack, configure the platform and associated
DNS (PowerDNS), NTP, monitoring (Graphite) and alarming (Zabbix) frame-
works

� Built a production deploying Jenkins continuous integration environment for
deploying Bloomberg’s consumer mobile API service on top of OpenStack

� Debugged Ceph CRUSH Map re-balancing and placement group design to limit
CPU impact due to machine failures and implemented

� Mentored an intern (converted to employee) developing a firewall-as-a-service
plugin to OpenStack Neutron driving physical firewall configuration on a per-
VM basis

Initiatives:

� Pioneered the first open-development (open-source code, developed openly) team
model at Bloomberg

� Pioneered infrastructure-as-code, bare-metal, rack-at-a-time hardware deploy-
ments model at Bloomberg

Opera Solutions, Global Markets 2011 – 2013

2011 – 2013 Consulting

� Brought Apache CloudStack into the organization (filing three bugs for the up-
stream community, producing user documentation for end-user use and documentingdocumenting
install and configuration for future administrators)
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� Brought Hadoop into the organization starting on Amazon EC2 moving to a 21
physical node Hadoop Map/Reduce and HBase cluster (managed with Puppet
and Cacti) leveraging Amazon EMR for spill-over of map/reduce jobs

� Reverse-engineered and translated SAS code into Apache Pig. Wrote unit-tests
to show equivalence of Pig to original SAS equivalence.

� Designed a multi-tier architecture for an Internet facing web application. Wrote
prototype code for all layers in the stack from Pervasive Data Rush, Apache
Avro, Apache Pig, Apache Oozie on Cloudera Hadoop populating a MongoDB
and served by LifeRay Portal.

� Provided leadership and committed 43K lines of code per year from start to pro-
duction on a commercial banking portfolio analytics applicationcommercial banking portfolio analytics application based on Hadoop,
Pig, Oozie and Jython designed as a 3-tier application (otherwise using MS SQL
and IBM Websphere)

� Communicate project status and direction, both to internal stakeholders, as well
as client technical staff and project management on a daily basis

� Provide executive management direction and data-flow, runtime and network
architectures on areas of strategic concern or capital expense. Examples are:
Platform-as-a-Service (Hadoop) analytics, Infrastructure-as-a-Service (Cloud Stack)
compute virtualization, network security isolation (particularly how to provide
internal and external facing Atlassian JIRA and Git source repositories), among
others.

Sun Microsystems/OracleSun Microsystems/Oracle, Solaris Engineering 2004 – 2011

2007 – 2011 Software Engineer

� Communicated and worked in a distributed team of 30 engineers spread across
10 sites spanning North America, Europe and Asia

� Maintained a working understanding of the legal environment surrounding free
and open-source software, analyzed 20 years of licenses used by the Solaris in-
staller to move forward with OpenSolaris

� Developed documentation and presentations for company and external audiences
(slide decks, blogblog – achieving over 2,500 unique visitors a month, career fairs and
academic colloquium presentations)

� Researched new technologies to improve team efficiency; further, presented and
educated my team (moved team from primarily C and shell-script code to object-
oriented Python code, introduced UML for better architecture communications
and continually pushed a better understanding of XML standards)

� Led Solaris Automated Installer webserver and XML installer manifest feature
development; further, I was the leading filer of bugs for the OpenSolaris install
team in 2010.

� Performed nightly builds of complete OpenSolaris distributions, eventually au-
tomating and performing initial Hudson server integration

� Subject matter expert on the OpenSolaris Automated Installer; worked imple-
menting LZMA de-compression for in-kernel lofi(7) driver and performing ex-
tensive work calling the C++ compression code from user-land C code; kernel
debugger capable and DTrace proficient

� Managed a $100,000/year budget for new hardware acquisition and bring up,
focusing on driver compatibility and operating system feature completeness re-
quiring extensive driver tweaking to bring-up new hardware

� Created Python Ctypes bindings between OO Python APIs and underlying C
system API (Solaris SMF and ZFS); also produced code using the Python C-
API for both calling C library code in shared libraries and calling Python from
C shared libraries

5 of 9

https://blogs.wsj.com/cio/2012/09/16/morgan-stanley-smith-barney-betting-big-on-analytics/
http://sun.com
http://blogs.sun.com/clayb


2010 Cited Book Reviewer
Unix and Linux System Administration Handbook, Nemeth, et al., 4th ed.Unix and Linux System Administration Handbook, Nemeth, et al., 4th ed.

2005 – 2010 User Group Leader Front Range OpenSolaris User GroupFront Range OpenSolaris User Group

� Advisory member of open source meet-up with attendances from 10-50 people
monthly; leader from mid-2008 until suspension of OpenSolaris program in mid-
2010

� Managed logistics of meet-ups in a diversity of environments. Collaborated with
businesses, hosting was negotiated between the Sun Microsystems campus and
universities (CU Boulder, Colorado School of Mines) and a national lab (National
Center for Atmospheric Research)

� Provided meeting material for a variety of audiences (proximate, live-webcast
and archived recordings)
Presentations:
– February 28th, 2008 – ”LZMA Compression Algorithm”
– April 24th, 2008 – ”Debugging OpenSolaris”
– February 26th, 2009 – ”Creating Custom OpenSolaris USB Sticks”
(co-presented with Jack Schwartz)

– April 2nd, 2009 – ”Bugs!: Finding and Filing”
(co-presented with Patrick Korsnick)

– May 28th, 2009 – ”OpenSolaris - Automated Install”
– September 24th, 2009 – ”SMF Bridge for Python”

� Colloquium Presentation, October 30th, 2009, University of Denver, Department of Computer ScienceUniversity of Denver, Department of Computer Science
– ”OpenSolaris Operating System for Users and Application Developers”

2004 – 2007 Systems Administration

� Developed PERL, PHP and shell-script products to save engineering time through
lab automation resulting in a Metal-as-a-Service (MaaS) web application

� Provided support for lab network, serial, fibre and power cabling and routing
� Deployed and retired assets throughout lab of roughly 600 machines; further per-
formed automated data clean-up and data visualization on group-wide MySQL/PHP
based lab asset database (containing almost 4,000 pieces of equipment)

� Participated in new-lab bring up (from design to rack-and-stack) as well, partic-
ipated in old-lab shutdown (from design to asset redeployment)

� Resolved interoperability issues (e.g. multi-vendor and pre-production hard-
ware/firmware incompatibilities)

� Produced documentation for lab users, as well as best practices for affiliated labs

University of Colorado at BoulderUniversity of Colorado at Boulder 1997 – 2004

2002 – 2004 Discovery Learning CenterDiscovery Learning Center Software Engineer

� Redesigned public interface to 16 panel video wall and 108 seat conference center
� Employed: AMX, Barco, ClearOne, Clarion, Crown, Extron and Jupiter equip-
ment

� Produced 20,000 lines of embedded systems control code, and documentation
� Reported to College of Engineering Assistant Dean of Administration
� Maintained building routing, firewall and tenant lab networks and kept confer-
ence center technology running during development work

1999 – 2002 CS Ops., Dept. of Computer ScienceCS Ops., Dept. of Computer Science Systems Administration

� Worked with seven full-time coworkers managing approximately 750 machines
running:
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NEXTSTEP, FreeBSD, IRIX, OpenBSD, OS/MP, RedHat, Solaris, and various
flavors of Linux

� Developed multi-machine room temperature monitoring system using PERL and
RRDTool to provide web based on-demand graphs and heuristic based SMS
alarms

� Setup RedHat Kickstart based automated installation environment for an in-
structional lab of 50 machines

1997 – 1999 Department of Applied MathematicsDepartment of Applied Mathematics Systems Administration

� Performed backups using Amanda; maintained a public Apache webserver; pro-
duced HTML markup

� Provided desktop page-layout abilities; including work on a faculty directory for
the successful receipt of a $2.3 million NSF grant

Independent Consulting, Multiple Individuals and Small Offices

1996 – 1998 Consulting

� Managed client relationships
� Ensured productivity of clients in artistic, pre-press and professional service oc-
cupations

� Educated clients on optimal computing techniques
� Led clients in describing problems to achieve resolution

Colorado School of MinesColorado School of Mines, Golden, Colorado USAFormal
Education

Studies toward Masters of Science, Master of Science in Engineering and Technology
Management, August 2007 – 2010 Courses:

� Accounting
� Ethics
� Patent Filing
� Project Management
� Technology Product Development

Bachelors of Science in Mathematics, June 2007

� Focus in statistics
Confidence Intervals
Markov Chains
Probability Distributions
Regression Analysis

� Minor in Economics and BusinessEconomics and Business
Micro- and Macro-Economic Theory
Operations Research (Optimization)
Willingness to Pay/Buy Models

Aims Community CollegeAims Community College, Greeley, Colorado USA

Associate Studies, PhotographyPhotography, September 2002 – September 2004

Interactive, Three Day CourseInteractive, Three Day Course, Philippe De Ryck OIDC & OAuth 2.0Continuing
Education � OIDC and OAuth 2.0 Specifications and Authorization Flows

� RFC 9101: The OAuth 2.0 Authorization Framework: JWT-Secured Authorization
Request (JAR)

� RFC 9126: OAuth 2.0 Pushed Authorization Requests (PAR)
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Programming KubernetesProgramming Kubernetes, SuperOrbital Kubernetes
� Kubernetes Extension Points: Advanced Kubectl, Raw API Requests, Leases, CRDs,
Webhooks, Controllers, Custom Schedulers

Core KubernetesCore Kubernetes, SuperOrbital Kubernetes
� Kubernetes Core Concepts: Pods, ConfigMaps/Secrets, Deployments, Services, Ingress,
Health-Checks, Multi-Container Pods, Volumes, Stateful Sets, Helm

Presenting Data and InformationPresenting Data and Information, Edward Tufte Data Visualization
� Techniques for presenting statistical data: tables, graphics and animation
� Achieving multi-dimensional scientific visualizations
� Data presentation dealing with complexity and ensuring clarity

Reliability EngineeringReliability Engineering, David Trindade Applied Reliability
� Techniques for modeling failure in repairable systems
� Techniques for modeling failure in non-repairable systems
� Worked through P.A. Tobias, D. C. Trindade, Applied ReliabilityApplied Reliability, 3rd ed., Chapman
and Hall/CRC

Board Member, Brooks Tower, Denver, CO, 2022-2025Activities
Achievements:
� One of seven board members overseeing a 717,000 sq ft, 42 story, 554 unit mixed-
use condo building built in 1968.

� Negotiated an eight-figure advertising lease; signed in 2022.
� Rectified many instances of facilities neglect; issues ranging from building airflow
with fire life-safety consequences to potability of domestic water

� Instituted use of a request-for-proposals (RFP) bidding process on projects over
$100,000; used for a structural engineering evaluation and interior re-design
project.

� Engaged a third-party elevator engineering company to solve persistent elevator
under-performance and cost-over runs saving over six-figures in a single year.

Opportunities Identified:
� Found potential HVAC cost savings of $400,000/year and seven-figure funding
from Denver and utility company to design and construct the changes. This
savings is able to reduce dues by 10%.

� Identified potential electrical system capacity for EV charging through-out our
279 parking space garage. Confirmed $100,000 grant opportunity from Denver
to pay for infrastructure installation.

� Called out many six-figure-plus capital items missing from our capital reserve
study (abandoned cooling tower removal, in-unit fire-damper maintenance, building-
wide make-up-air unit repair, elevator modernization). This against a $6 million
reserve account.

Audio Engineer FunkiphinoFunkiphino, 2004–2008
� Ran sound for a traveling, for-hire, funk band ranging between 8-14 members
� Troubleshot house sound systems at a variety of venues across Colorado
� Provided DMX based theatrical lighting for especially large events
� Performed mixing for TV broadcast event

Author
”LANL Supercomputing Data Analysis”, Colorado School of Mines Technical Report”LANL Supercomputing Data Analysis”, Colorado School of Mines Technical Report,

2007
� Over a six week period, investigated a 4.5 million record data set provided by Los
Alamos National Labs chronicling super-computer failure and usage data for five
super computer systems/clusters in a four person team
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� Did initial clean-up and data quality analysis (discovery of bad data, corrupted data)
� Performed data categorization for failure (i.e. sub-system groupings) and usage data
(summary statistics, user profiles, job characteristics)

� Performed rudimentary regression and factor analysis to discern patterns potentially
leading to failure cases

House Manager, Sigma Nu Fraternity, Colorado School of MinesColorado School of Mines, 2007
� Resolved mechanical and electrical issues in a 40 year old student residence
� Acted as liaison between University and Fraternity on issues of house occupancy,
maintenance and janitorial services

� Led Fraternity in house improvement projects and maintenance duties

Working understanding of electronics test equipment (oscilloscopes, signal generators,Miscellaneous:
multi. meters), Amateur (Ham) Radio Licensee – Technician Class. Holder of Class-A

Commercial Drivers License with air brake, tractor trailer, tanker and hazardous
materials endorsements. Working knowledge of German. Chooses to use only open
source operating systems (e.g. not Windows, OS X) for general purpose computing

Available upon requestReferences
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